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1 Introduction
Anyone who has ever felt a violent pain will agree that any-
thing that could reduce it is more than welcome. In view of 
that fact, we tend to consider opiates as healthcare prod-
ucts, and their daily use in medicine confirms the correct-
ness of this opinion.1 Tramadol is a central synthetic opioid, 
categorized by World Health Organization as a step II an-
algesic. It is prescribed in the treatment of both acute and 
chronic pain.2 It is an analogue of codeine action-wise, and 
an agonist of morphine receptors. The different therapeu-
tic presentations of the molecule make its clinical use easy 
both entirely and parenterally, as well as locoregional.3 

Bioencapsulation is among pharmaceutical processes 
used by large drug companies, which, according to a de-
termined process, consists of enclosing,  active molecules 
whether chemical or organic, within other inactive materi-
als, in the minimum order to improve the properties of its 
preservation, presentation, and bioavailability.4–6

A multivariate linear model is a statistical model in which 
one seeks to express a random variable as a function of 
explanatory variables in the form of a linear operator on 
the unknown parameters of the model. Linear adjustment 
is the approximation operation allowing choosing the best 
possible hyperplane. In this work, several linear methods 
were used, like partial least squares (PLS) regression, mul-
tiple linear regression (MLR) model, and ordinary least 
squared (OLS) regression.

Wide margin support vector machines are a set of learn-
ing techniques designed to solve the discrimination and 
regression problems.7–11 Support vector machines are 
widely utilised in many fields (bioinformatics, information 
research, computer vision, pharmaceuticals, etc.), mainly 
due to their fast training, better accuracy, and robustness. 
In this paper, we attempted to test how an support vector 
machine performs when applied in the bioencapsulation of 
Tramadol by polycaprolactone (PCL) and polyvinylpyrroli-
done (PVP) polymers.

2 Methods
2.1 Support vector machines

Support vector machines (SVM) methodology is based on 
statistical learning theory that was first introduced by Vap-
nik.12–14 The SVM model architecture has never been pre-
determined. The output estimation formula of the afore-
mentioned model is given as follows: 

( ) ( )= ⋅∅ +f x w x b (1)

where w is a weight vector, b is a bias denoting the dot 
product, and Ø is the nonlinear transfer function that maps 
the input vectors into a high-dimensional feature space in 
which, theoretically, a simple linear regression can cope 
with the complex nonlinear regression of the input space. 

For the purpose of solving the Eqs. (2) and (3), Vapnik in-
troduced the following convex optimization problem with 
a ε-insensitivity loss function:15
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(2)

(3)

 and  are slack variables that penalize training errors by 
the loss function over the error tolerance (ε), while C is a 
positive trade-off parameter (i.e., capacity parameter) that 
determines the degree of the empirical error in the opti-
misation problem, and also dictates the trade-off between 
the flatness of the function and the amount at which devi-
ations larger than ε are tolerated.

Eqs. (4) and (5) are solved using Lagrangian multipliers and 
the Karush-Kuhn-Tucker (KKT) optimality condition as fol-
lows:16

(4)

where αi and αi
* are Lagrangian multipliers, K is a kernel 

function defined by an inner product of the nonlinear ker-
nel functions15 with σ as the Gaussian kernel function pa-
rameter.

Linear ( ) ',n nK x x x x= (5)

Gaussian (6)

Polynomial ( ) ( )', 1
n

n nK x x x x= + (7)

2.2 Dragonfly algorithm

The dragonfly method belongs to metaheuristic methods. 
It is an optimisation algorithm aimed at solving difficult op-
timisation problems. Dragonfly approach was proposed by 
Mirjalili et al.20 The latter summarised the principles lead-
ing any swarm behaviour as:

• Separation principle, which represents the constant 
collision avoidance between individuals in a population.

• Cohesion principle, which is based on a tendency of 
individuals for arrangement towards the mass midpoint 
of the neighbourhood.

• Alignment principle, which represents the identical 
velocity of dragonfly’s members existing in the same 
group.

2.3 SVM optimisation with dragonfly algorithm

Dragonfly is the proposed method for the optimisation of 
the hyperplane parameters.19 Schematic representation of 
methodology of the applied hybrid of support vector ma-
chine and dragonfly algorithm (DA-SVM) can be drawn in 
accordance with the flowchart in Fig. 1.10,17–19
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Fig. 1 – DA-SVM technique schematic10,17–19

Although the principle of SVM remains unchanged, the 
DA mainly feeds the SVM with a random set of hyper-pa-
rameters in their predefined ranges. In five iterations, the 
steps starting at the data division and moving up the model 
chart are repeated, and the minimum root mean square 
error (RMSE) value collected during the process is saved 
as the best value. The dragonfly algorithm then produces 
a new population of hyper-parameters that are meant to 
be fed into the SVM algorithm, and the same set of steps 
are run again for obtaining a new best RMSE. The whole 
operation is executed for 100 trials, among which the min-
imum RMSE corresponds to the resulting optimal DA-SVM 
model.

Numeric values in the input data matrix are normalised 
to improve optimisation and speed convergence. The nor-
malisation function is expressed as follows:

= 1/0.1
in iX X (8)

To assess the predictive power of the DA-SVM model, a 
root mean square error (RMSE) and a coefficient of deter-
mination (R2) were used as evaluation criteria.7,9,11,21

2.4 Partial least squares

Partial least squares (PLS) regression is a statistical meth-
od that transforms matrix of independent variables X into 
dependent variable Y. In our case, X is an [n_m] matrix of 
reflectance,8 where n is the number of inputs, m is the 
number of observations, and Y is the matrix containing 
cumulative drug release values. PLS regression decompos-
es X and Y by projecting them in new directions with the 
restriction that the decomposition describes how the var-
iables change together as much as possible. After variable 
decomposition, a regression step is performed in which the 
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decomposed X and Y are used to calculate a regression 
model called complete model Eq. (9).

 …    
    = +    

    …     

    

1,1 1 1 1

,1 

m

n nm n n

X X a Y
e

X X a Y
(9)

Eq. (3) can be written as Eq. (10):

= + +…+ +0 1 1 n nY a a X a X e (10)

where a0 refers for Y-intercept, X1 to Xn stand for the in-
dependent variables, a1 to an are the coefficients of inde-
pendent variables, e refers to the error term, and Y is the 
dependent variable.

2.5 Multiple linear regression

The regression analysis is frequently used for prediction. 
The objective of this model is to construct a mathemati-
cal model that can be utilised to predict the dependent 
variable based on the inputs of independent variables or 
the predictors.8,22 Multiple linear regression (MLR)model 
has been used to obtain the significant relationship as well 
as correlation between the input variable and the output. 
Here, 80 % of data were used for training, and 20 % data 
applied for testing of this model. MLR model follows in 
Eq. (10).

2.6 Ordinary least squares

The ordinary least squares (OLS) method is a type of linear 
least squares method for estimating the unknown parame-
ters in a linear regression model. 

OLS chooses the parameters of a linear function of a set 
of explanatory variables by the principle of least squares: 
minimising the sum of the squares of the differences be-
tween the observed dependent variable (values of the var-
iable being observed) in the given dataset and those pre-
dicted by the linear function. 

OLS is seen as the sum of the squared distances, paral-
lel to the axis of the dependent variable, between each 
data point in the set and the corresponding point on the 
regression surface – the smaller the differences, the bet-
ter the model fits the data. The resulting estimator can be 
expressed by a simple formula, especially in the case of a 
simple linear regression, in which there is a single regressor 
on the right side of the regression equation. 

The OLS was chosen because it generates the output 
feature class and optional tables with diagnostics and 
coefficient information which can be easily interpret-
ed. The following phases were involved to carry out the 
study.

3 Data analysis
The modelling data were gathered from the literature2 (i.e., 
12 formulation × 12 samples over time = 144 points). Ta-
ble 1 represents the data composition, such as polycapro-
lactone (PCL) and polyvinylpyrrolidone (PVP) polymers, 
and span 20 and span 80 surfactants. Data are divided into 
four factors PVP (20, 15, 10.5) % (w/v), PCL (80, 85, 90, 
95) % (w/v), Span 20 (1.2) % (w/v), and Span 80 (1.2) % 
(w/v), to obtain 12 kinetics.

Table 2 is a brief representation of dependent and inde-
pendent variables, their ranges, unit of measure, standard 
deviation, variance, and Kurtosis.

Table 1 – Formulation conditions

Formulation Number 1 2 3 4 5 6 7 8 9 10 11 12

surfactant /
% (w/v)

Span 20 2 2 2 2 0 0 0 0 1 1 1 1
Span 80 0 0 0 0 2 2 2 2 1 1 1 1

polymer /
% (w/v)

PCL 80 85 90 95 80 85 90 95 80 85 90 95
PVP 20 15 10 5 20 15 10 5 20 15 10 5

Table 2 – Statistical analysis

Abs Unit Domain STD Variance KURTOSIS

Input

Polycaprolactone PCL

% (w/v)

80.000 95.000 5.608 31.452 1.640
Polyvinylpyrrolidone PVP 5.000 20.000 5.608 31.452 1.640

Span-20 Span20 0 2.000 0.819 0.671 1.500
Span-80 Span80 0 2.000 0.819 0.671 1.500

Time t h 0 12.000 3.754 14.090 1.786
Output Cumulative drug release CD % 0.000 90.066 23.289 542.362 2.505
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3.1 Probability density

A kernel smoother estimate is a nonparametric representa-
tion of the probability density function (PDF) of a random 
variable. Kernel distribution used for describing data is de-
fined by a smoothing function and a bandwidth value con-
trolling the smoothing of the resulting density curve.

A kernel density estimate is the assumed PDF of a random 
variable. For any real value of x, kernel density estimation 
formula can be expressed as Eq. (11). Fig. 2 represents the 
uniform data distribution.

( )
=

− =  
 

∑
1

ˆ 1  
n

i
h

j

x xf x k
nh h (11)

where x1, x2,…, xn are random samples of an unknown dis-
tribution, n is the sample size, k is the kernel smoothing 
function, and h is the bandwidth.
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Fig. 2 – Probability density of input variables

3.2 Multicollinearity

Multicollinearity is an issue that occurs in a regression, 
and that is when certain predictor variables in the model 
measure the same phenomenon. Strong multicollinearity is 
problematic because it can increase the variance in the re-
gression coefficients and make them unstable and difficult 
to construe. Fig. 3 represents the multicollinearity analysis.

4 Results and discussion
In the current study, the data set was divided into two sub 
data sets, one for learning and the other for validation. The 
validation part was employed by the cross-validation tech-
nique (Holdout with 20 %), and defined a random partition 
on a data-set. This partition is used to define training and 
test sets to validate a statistical model using cross-valida-
tion. This method was applied to all modelling techniques 
employed in this study (PLS, MLR, OLS, and DA-SVM).

Partial least squares

The results of the PLS method showed that this model pre-
dicted the cumulative drug release (CD%) following the 
equation:

CD% = 6.108 ∙ 1015 − 9.58 ∙ 1014PCL −  
− 9.58 ∙ 1014PVP − 2.58 ∙ 1017Span20 −  

− 2.58 ∙ 1017Span80 + 583.6 ∙ time
(12)

The model reproducibility is measured by the determina-
tion of several statistical parameters, such as correlation co-
efficient, determination coefficient, and root mean square 
error (RMSE). The results of all phases are summarised in 
Table 3, and presented graphically in Fig. (4).
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Fig. 4 – Linear correlation between the experimental and esti-
mated cumulative drug release values
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Table 3 – Statistical criteria of the three phases (training, valida-
tion, and all data points)

Training Validation ALL
RMSE % 7.34 6.44 7.17

r 0.9549 0.9444 0.9532
R2 0.8993 0.8896 0.8981

Fig. (5) is a graphical representation of residual errors in 
estimated compared to the experimental cumulative drug 
release data.

Multiple linear regression

The results of the MLR method exhibited a prediction of 
the cumulative drug release (CD%) in accordance with the 
equation:

CD% = 0.0319 ∙ PCL + 1.0435 ∙ PVP −  
          − 1.23 ∙ Span20 + 5.83 ∙ time (13)

Efficiency of this model was assessed through determina-
tion of various statistical parameters including correlation 
coefficient, coefficient of determination, and root of the 
mean square error (RMSE). The results of different phases 
are presented in Table 4 and Fig. (6).

Table 4 – Plotted residual errors of the MLR model

Training Validation ALL
RMSE % 6.95 6.12 6.79

r 0.9527 0.9571 0.9535
R2 0.9077 0.9160 0.9092

Fig. (7) is a graphical representation of the residual errors in 
estimated compared to the experimental cumulative drug 
release data.

Ordinary least squares

The results of the OLS method displayed that this model 
forecasted the cumulative drug release (CD%) following 
the equation:

CD% = 0.037 ∙ PCL + 1.07 ∙ PVP −  
                − 1.97 ∙ Span20 + 5.77 ∙ time (14)

The model reliability was measured by the determination 
of several statistical criteria, such as correlation coefficient 
R, coefficient of determination R2, and root mean square 
error (RMSE). The results of all phases are summarised in 
Table 5, and presented graphically in Fig. (8).

Fig. 5 – Plotted residual errors of the PLS model

Fig. 6 – Linear correlation between the experimental and esti-
mated cumulative drug release values
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Table 5 – Plotted residual errors of the OLS model

Training Validation ALL
RMSE % 6.87 6.53 6.80

r 0.9545 0.9645 0.9562
R2 0.9025 0.9253 0.9077

Fig. (9) is a graphical representation of the residual errors in 
estimated compared to the experimental cumulative drug 
release data.

DA-SVM modelling

The modelling was performed using MATLAB® software; 
SVM parameters optimisation, namely C, γ and ε, was car-
ried out by varying them in the range of [10−3, 103], [10−3, 
103] and [0, 10−1], respectively, with the use of three ker-
nel functions: ‘Gaussian’, ‘linear’, and ‘polynomial’. The 
database was randomly divided by the Holdout Partitions 

method into two sets: one for learning and another for val-
idation, consisting of 80 % and 20 %, respectively.

Fig. 7 – Plotted residual errors of the MLR model

Fig. 9 – Plotted residual errors of the OLS model

Fig. 8 – Linear correlation between the experimental and esti-
mated cumulative drug release values
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Polynomial kernel function results

Fig. 10 displays the linear regression curve of the cumu-
lative drug releases (%CDcal) estimated by the polynomial 
kernel DA-SVM model optimised with the experimen-
tal cumulative drug release (%CDexp) for the two phases: 
learning (i.e. training) and validation, when using the Poly-
nomial kernel function with a regression vector [α (slope), β 
(y-intercept), R (correlation coefficient), R2 (determination 
coefficient)] = [0.96, 1.40, 0.98, 0.97]. Table 6 summaris-
es the parameters of the model.

%CDexp vs. %CDcal, R = 0.98697; R2 = 0.97237
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Fig. 10 – Linear correlation between the experimental values and 
the values predicted by the Polynomial kernel function 
model

Linear kernel results

With the Linear kernel function being used (under the 
same circumstances as the previous model), the resulting 
regression linear curve has a correlation vector comprising 
the following values: [α (slope), β (y-intercept), R (correla-
tion coefficient), R2 (determination coefficient)] = [1.000, 
0.120, 0.989, 0.978], as presented in Table 7 and Fig. 11.

Fig. 11 – Linear correlation between the experimental values and 
the values predicted by the Linear kernel function mod-
el

Gaussian kernel function results

The SVM model performance results obtained during the 
learning and the validation phases (Fig. 12), clearly show 
that all of the dots are located on the first bisector with a 
regression coefficient that is near ideal [α (slope), β (inter-
cept), R (correlation coefficient), R2 (determination coeffi-

Table 6 – Model parameters ‘Polynomial kernel function’

C Polynomial
order

Epsilon
ε Kernel function Quantity of support 

vectors
RMSE

Training %
RMSE

Validation %
RMSE
ALL %

1000 3 0.6053 Polynomial 114 3.72 3.90 3.77

Table 7 – Model parameters linear kernel function

C Kernel 
function

Quantity of 
support vectors

RMSE
Training %

RMSE
Validation %

RMSE
ALL %

2000 Linear 125 3.52 3.13 3.45

CDexp vs. CDcal, R = 0.99948; R2 = 0.99895

CDexp

CD
ca

l

Li
ne

ar
 F

it:
 C

D
ca

l =
 (1

)C
D

ex
p +

 (0
.1

4)

0

Train data
Best Linear Fit
CDexp = CDcal

Test data

0

10

20

30

40

50

60

70

80

90

10 20 30 40 50 60 70 80 90
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cient)] = [1.000, 0.140, 0.999,0.999], which proves how 
robust is the SVM model. Results related to the model pa-
rameters from the Gaussian RBF kernel function are shown 
in Table 8.

Fig. (13) is a graphical representation of the residual errors 
in estimated compared to the experimental cumulative 
drug release data.

PLS, MLR, OLS, and DA-SVM comparison

In DA-SVM modelling, after using kernels (polynomial, lin-
ear, Gaussian), it became clear that the Gaussian kernel 
had strength and was better than were the others. That is 
why it was chosen for comparison with other models (PLS, 

MLR, OLS). This comparison in terms of RMSE is illustrated 
in Fig. (14). According to the results of each model, the 
comparative study shows the Model DA-SVM gives a good 
result of the RMSE errors.

Graphic representation of the ideal model (Gaussian 
kernel function)

After modelling, the results were displayed in Figs. 7 to 10, 
where the error was almost non-existent, so that a good 
correspondence between the values of the experimental2 
and the predicted values appears.

Fig. 15 – Drug release kinetics from three experimental2 formula-
tions and calculations (F1–F3)

Table 8 – Model parameters of Gaussian kernel function

C Sigma 
σ

Epsilon
ε Kernel function Quantity of 

support vectors
RMSE

Training %
RMSE

Validation %
RMSE
ALL %

2.0995 1.3473 0.6053 Gaussian 125 0.72 0.86 0.75

Fig. 13 – Plotted residual errors of the optimal DA-SVM model

models

RM
SE

 ⁄ 
%

Fig. 14 – Graphical representation of RMSE errors of the four 
models

about:blank


A. CHABANE et al.: Cumulative Drug Release Modelling of PCL-PVP Encapsulated Tramadol ..., Kem. Ind. 71 (1-2) (2022) 9–19  17

Fig. 16 – Drug release kinetics from three experimental2 formula-
tions and calculations (F4–F6)

Fig. 18 – Drug release kinetics from three experimental2 formula-
tions and calculations (F10–F12)

Computer application

To facilitate the use of model DA-SVM developed, a graph-
ical interface (Fig. 19) was built to calculate the cumulative 
drug release (CD%).

5. Conclusion
In this paper, a numerical and statistical study was con-
ducted using experimental data of the prolonged-release 
formulas of Tramadol, prepared by the complex variation 
of two biopolymers, PCL and PVP, taken from literature. 
DA-SVM, PLS, MLR, and OLS modelling techniques were 
used to develop a mathematical estimate of Tramadol re-
lease in twelve kinetics accurately. Best results obtained in 
terms of overall root mean square error and the determi-
nation coefficient were 0.753 %, 0.999 respectively, which 
show evident robustness of DA-optimised-SVM over other 
models tested. In addition, a graphical interface was built 
to determine CD% easily and to make better use of the 
established model.
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SAŽETAK
DA-SVM, MLR, PLS i OLS modeliranje kumulativnog otpuštanja 

Tramadola iz formulacija inkapsuliranih s PCL i PVP
Ahmed Chabane,a Fatiha Bouchal,a Mohamed Hentabli,b*  

Farouk Rezgui a i Houssam Eddine Slama c

Cilj ovog rada bio je modeliranje kinetike kumulativnog otpuštanja lijeka iz formulacija inkap-
suliranih biorazgradivim polikaprolaktonom i polivinilpirolidonom. Različiti omjeri polimera pri-
premljeni su isparavanjem otapala uz upotrebu Span 20 i Span 80 kao površinski aktivnih tvari. 
U modeliranju kinetike primijenjena su četiri pristupa: hibridni pristup kombiniranjem metode 
potpornih vektora i Dragonfly algoritma (DA-SVM), metoda parcijalnih najmanjih kvadrata (PLS), 
višestruka linearna regresija (MLR) te metoda najmanjih kvadrata (OLS). Provedena je usporedba 
kvalitete predviđanja kumulativnog otpuštanja lijeka, ovisno o primijenjenom polimeru i vreme-
nu. Statistička analiza nije ukazala na probleme s odabranim ulaznim varijablama. Rezultati su 
pokazali superiornost predviđanja DA-SVM modelom uz koeficijent determinacije blizu jedinice 
te RMSE pogrešku blizu nule. Za izračun kumulativnog otpuštanja lijeka konstruirano je grafičko 
sučelje.

Ključne riječi 
Dragonfly algoritam, metoda potpornih vektora, Tramadol, kumulativno otpuštanje lijekova, 
modeliranje, biopolimeri, metoda najmanjih kvadrata
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