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The population balance equation (PBE) is a continuity statement written in terms of
the number density function. It describes, among others, the aggregation-breakage, nucle-
ation and particle growth phenomena in solid-liquid suspensions. Fast and computationally
inexpensive methods for solving the PBE are very much in demand today for computa-
tional fluid dynamics (CFD) simulations, industrial plants designs or scientific research.
The Class Method (CM), Monte Carlo method (MC), method of moments (MOM) and its
derivatives are the most popular solutions. In this work application of the Mathcad soft-
ware for the quadrature method of moments (QMOM) is shown. The Mathcad allows one
to create a simple and clear algorithm which can be easily changed according to the user
needs, e.g. in modification of an aggregation kernel mathematical formula. The program
written can be readily run on a standard PC computer. To verify a correctness of calcula-
tions the appropriate measurements were made and an efficiency of the program created
was compared with another one written in the Turbo Pascal language.
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Introduction

Modern chemical engineering is focused,
among others, in research on the behavior of
solid-liquid suspensions. Processes taking place in
such systems are usually very complex. Therefore,
simulation and scale-up are very difficult because
of various interactions between such processes as
mixing in different scales, nucleation, crystal
growth, aggregation and breakage.'” There are
many methods allowing one to estimate the evolu-
tion of particle size distribution (PSD). They can be
divided into four groups:® zero-order methods,
high-order methods, stochastic methods and inter-
nally inconsistent methods. In the first case, the ag-
gregate sizes are divided into a finite number of
classes assuming one constant value in each class.
The first approach in this group was proposed by
Hounslow et al., as the class method.* Its idea is to
set the size classes of the PSD in such a way that a
volume of the aggregate in the i+1 class is two
times larger than the volume of the aggregate in the
class i". Another powerful methods are so called
fixed-pivot technique’® and moving-pivot tech
nique.® In the first case the population is concen-
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trated in a given size range at a single point (pivot)
by means of the Dirac delta function. In the second
case the pivots are dynamic and they change their
values to represent the change in the average num-
ber distribution. In high-order methods the approxi-
mation of the distribution function is usually done
by a set of linearly independent functions of the or-
der larger than zero using the finite element
method. Here the Galerkin methods”® and orthogo-
nal collocation method’ should be mentioned. An-
other example in this group is the least squares
method® which basic idea is to minimize the inte-
gral of the square of residual over the computa-
tional domain. In stochastic methods, the system
behavior is simulated by the generation of random
numbers used for the identification of probability
functions governing the system behavior.!®!! For
example in the Monte Carlo simulation method a
“sample path” of the process can be created by arti-
ficially generating random variables that satisfy the
specified probability laws of change. By generating
numerous such sample paths, the expected or mean
behavior of the system can be calculated by averag-
ing all of sample paths.'® In the last group of solu-
tions, i.e. internally inconsistent methods, the wave-
let-based method proposed by Lu and Cameron'? is
worthwhile to mention. It is used to discretize the
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PBE by approximating the average number concen-
tration and the coalescence frequency using a series
of wavelets. The quadrature method of moments
proposed by McGraw!? is outside this classifica-
tion. It will be presented in details in the further
part of the paper.

Some of the PBE solving methods, like
QMOM or its derivative DQMOM proposed by
Marchisio and Fox,'* are very efficient and can be
used in CFD codes.!>!%1718 QOthers are simple but
computationally expensive. As an example one can
mention such methods like the CM or Monte Carlo
simulations. Their application in CFD codes is inef-
fective due to a large number of scalars and long
calculation time. But these methods can be used in
“stand-alone programs”,'®2%2! e.g. in calculations of
the kinetic coefficients in aggregation and breakage
kernels.

The aim of this work was to create a computer
program which would allow one to verify different
aggregation and breakage kernels mathematical for-
mulae with experimental data as well as to calculate
the kinetic coefficients for a chosen aggrega-
tion-breakage model. The main guidelines were
simplicity and flexibility.

Programming languages can display difficulties
for standard computer users. Creating a program one
should have not only large amount of chemical engi-
neering knowledge but also experience in using ad-
vanced scripts. This problem can be solved by using
more user-friendly software. For utility assessment,
the Mathcad was selected. It presents large capabili-
ties and is enough clear and understandable. In the
Mathcad program, mathematical formulae can be
written in unchanged forms. Also, calculating more
complex problems like eigenvalues and eigenvectors
is very simple (see appendix A), unlike e.g. in the
Turbo Pascal language.

The population balance equations are solved
using quadrature method of moments (QMOM). It
is fast, effective and moreover, it enables one to
verify effectiveness of build-in Mathcad functions.
To verify a correctness of calculations the appropri-
ate measurements were made in a laboratory setup
consisted of the vibrating mixer and the laser parti-
cle size analyzer. The efficiency of the created pro-
gram is compared with another one written in the
Turbo Pascal language.!'®2%-2!

Population balance equation

The population balance equation (PBE) is a
continuity statement written in terms of the number
density function. The macro-distributed PBE has a
form?22-23

an(a\;,t)= Viun(v,t)]— n(v,t)d(k()iV)+

7, (1)
+B—D—EQI’/n’

Considering the aggregation and breakage
only with no inlet and outlet streams, and omitting
the nucleation, molecular growth, creation and fad-
ing of the aggregates, eq. (1) can be simplified to
the general aggregation-breakage equation

on(v,t)
——=B-D 2)
ot
Terms “B” and “D” in eq. (2) correspond to
birth and death of an aggregate of the volume “v”
due to aggregation-breakage process. They can be
described by four equations:

— rate of birth of particles due to aggregation of
smaller particles

B, = ;{ﬂag(v— w,u) n(u,t) n(v—u,t)du (3)

— rate of death of particles due to aggregation
of particles

D =

ag

B g (vsu) n(v,t) n(u,t)du 4

o~—3

— rate of birth of particles due to breakage of
larger particles

By, = [ b(v,u) B, (u) n(u,0)du (5)

— rate of death of particles due to breakage of
particles

Dy, =B, (v)n(v,t) (6)

For calculation purposes eqgs. (2)—(6) are writ-
ten in terms of the particle length, instead of the
particle volume.!> The new equations take the fol-
lowing forms, respectively

on(L,t)
o

L LB (=272
Bag(LJ):?{ (L3 _)’3)2/3 ’

(L = 23,0y n(A, 1) dA

B-D (7)

®)

Dag(L,t)=n(L,l)}ﬁag(L,/1) n(A,0)dd (9
0
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B, (L.t)= [ b(L,A) B, (A) n(A.0)dA  (10)

D, (L,1)= B, (L) n(L,1) (11)

Quadrature method of moments (QMOM)

Tracing time evolution of the PBE is computa-
tional expensive because of large number of scalars.
Therefore, the method of moments was proposed
where only low order moments of the number den-
sity function are tracked.>* This considerably re-
duces the number of scalars allowing one to deter-
mine the particle size distribution. The A" moment

of the number density function “n” can be de-
scribed as follows

wo (= [ Fa(LrydL (12)
0

Modifying eqgs. (7)—(11) according to eq. (12)
and connecting them together one receives

o © k
dgtk=;{n(Z,t){ﬁag(z,/l)(z3+/l3)3n(z,t)dzd/l—

—[ L nL,n)f B (LAY n(A,0)dhdh+...
0 0

+ij}ﬁbr(l) b(L,A) n(A,t)dAdL— )
0 0
—} LB, (L)n(L,t)dL
0
where
z=(L —/13)% (14)

Then, the integrals in eq. (13) can be approxi-
mated by means of N-point Gaussian quadrature ac-
cording to the equation

) N
u (= [LaLndL= Y wlL (15
0 i=1

which gives the following closed transport equation

J_li i L+0 : L.L.)—
dt _2 Wi - 1W]( i ]) ﬂag( i /)
j=

=1

n N
LW D w B (L L)+ (16)
i=1 j=1

N N
et Eﬁbr(l‘i)bi(k)wi - EL/;ﬁbr(Li)Wi
i=1 i=1

The main problem regarding QMOM is related
to the use of the power moments for characterizing
the number density function.”® Grosch et al?®
proved that QMOM should be used for the investi-
gated models with non-local, smooth phenomena.
For models with phenomena that act strictly locally
on a given particle size range it tends to oscillate
around the true solutions for increasing number of
nodes. Therefore, Grosch et al. recommend this
method as a model reduction technique for process
control and optimization for simple cases.

Another disadvantage of the QMOM is the
number of used moment paradox.?’” The nature of
the breakage kernel functions determine the number
of moments that should be used in the case of this
method for reaching a certain accuracy. The higher
the polynomial order of the kernel functions, the
higher the number of moments required for getting
reliable predictions. On the other hand, the PD al-
gorithm is a numerical ill-conditioned method for
computing the Gauss quadrature rule and it fails
with the number of moments larger than 14.

In the calculations the set of 6 moments are
used which results with 3 pairs of weights and ab-
scissas obtained through the PD algorithm. There-
fore, it should be the fastest’s and the optimal'> so-
lution.

Theoretical research

A first step of research was a comparison of the
results obtained using the program with analytical
solutions.”® The same procedure was made by
Marchisio et al.'> Five cases were considered (Ta-
ble 1). In the first case (Fig. 1) constant aggregation
and breakage kernels were used with the symmetric
fragmentation fragment-distribution function

ﬁag(LiﬁLj)zﬁag,O (17)

ﬁbr(l’i):ﬁbr,o (18)
3—k

b =23 [k (19)

The symmetric fragmentation fragment-distri-
bution function was also used in the second case
(Fig. 2). Here and also in all other cases the hydro-
dynamic aggregation function was employed

/Bag(LiaLj)zﬂag,o(Li+Lj)3 (20)

In cases 2—4 (Figs. 2-4) a breakage kernel has
an exponential form

B (L)= B, o exp(SL]) 1)

In the last case (Fig. 5) a power law breakage
kernel was used
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Table 1 — Theoretical cases

Initial set Aggregation Breakage Fragment Analytical Mathcad Time
No ﬂug,() ﬂb,~,o distribution solution solution
of moments kernel kernel - s
function Uy o
1 constant 1 constant 0.02 sym. frag. 0.035 0.039 200
2 hydrodyn. 1 e’g’ingngllal 0.1 sym. frag. 0.004 0.004 10
3 #e=1 hydrodvn | exponential 0.1 mass ratio 0.005 0.005 10
for ydrodyn. 5=10.01 : E=1:4 : :
k=0+5 tial
4 hydrodyn. 1 e’g’:“g“o‘la 0.1 erosion 0.273 0.259 10
5 hydrodyn. 1 p"‘;’ei 163“’ 0.01 erosion 0.298 0.296 10
= a 100 T T T T T
ﬁbr(Li) ﬂbr’OLi (22) D000 0 BB GG DD 00000
Two remaining fragment distribution functions, ok o'Jf _
i.e. mass ratio 1:4 and erosion took a following
form respectively &
k : A T
_ 43 41 i
k) _ 7k g
b;" =1L, k (23) i i
53 < :
R,
k
) _ gk 3 33 N
b =Ly + (L, —Ly)* (24)

Figs. 1-5 present dimensionless moments time
evolution. The dimensionless moments were de-

fined as:
My (1)
=2 (25)
u(1=0)
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Fig. 1 — Dimensionless moments time evolution for
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Experiments

The next step was application of the program
created in calculation of kinetic coefficients for
a chosen aggregation-breakage model based on
experimental data. The experiments were carried
out using commercial chalk particles (d;, =2 um
Fig. 6) suspended in distilled water in the presence
of commercial flocculant ZETAG 63. ZETAG 63
was a synthetic, high molecular mass cationic poly-
acrylamide of medium charge, used mainly in sew-
age treatment processes. The laboratory setup con-
sisted of the mixing tank equipped with the vibrat-
ing impeller, laser particle size analyzer Fritsch
Analysette 22%° and peristaltic pump (Fig. 7). Mea-
surements were made in 1, 3, 5, 10, 15 and 20 min-

(3

0.08 [~

vohme fraction, @

0.02 [~

— Omimte - 1 minute
#3% 10 minutes  +++ 15 minutes  BE8 20 minutes

Fig. 6 — The PSD obtained in experiments

utes after injection of the flocculant. The suspen-
sion was gained though the suction tube and it was
transported to the measuring cell where measure-
ments were taken. Then the suspension was trans-
ported through the peristaltic pump back to the
tank. The experiments were run at the following pa-
rameters:
— Volume of suspension in the mixer —
481073 m3

— Concentration of chalk particles —
0.375 kg m=

— Mass fraction of ZETAG 63 flocculant —
4.44 - 1073 kg kg™' (with respect to solid
phase)

— Mixing disc frequency — 2.83 s7!

The initial chalk PSD fluctuations did not have
any influence on the final results. Measurements
were repeated at least 3 times to eliminate random
errors. The results were verified by the statistical
test. According to the Analysette 22 documenta
tion? the laser particle size analyzer fulfils ISO
9001 and ISO 13320-1 standards. The experimental
procedure is also described in detail else-
Where. 19,20,21

: L]

]

Fig. 7 — Laboratory setup scheme: 1) mixing tank, 2) laser
particle size analyzer, 3) computer, 4) peristaltic
pump
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Results and discussion

The Mathcad calculations were performed for
the length-based size-dependent hydrodynamic ag-
gregation kernel and length-based size-depended
power law breakage kernel with & = 6 (square of the
particle volume), a =3 (particle volume) and a =1
(particle length). Symmetric fragmentation as the
fragment distribution function was chosen, the con-
stant porosity # = 0.38° and shape factor for chalk
particles k, = 2.28 according to Heywood?' was as-
sumed. These aggregation-breakage parameters
were selected on the basis of research results taken
from previous works.'*?*2! Values of 8, , and 3,, ,
were found through a minimizing objective func-
tion which was the sum of squares of differences of
moments obtained from experiments and moments
obtained from the model. The algorithm used the
minimizing function build in the Mathcad.

ObF(ﬂag,O ’ﬂbr,O ) =
= 2y = Pt Bag 0B V)’ (26)
ﬂag,o
ﬁbr,O

The program could not find the solution
trying to match all values of moments from two
time points, so a new objective function was cre-
ated. Only 0™ moment values were taken into

= Minimize (ObF, 8, 4.8,.0)  (27)
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consideration. Solution was found but as one
can expect obtained set of moments did not
match the set of moments from experiments (Figs.
8-10).
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The next step was to find a value of @ which
enabled one to match the whole set of moments.
The optimal value was obtained through series of
calculations for the breakage kernel mathematical
formulae 8, , L'N, where N was successive natural
numbers. The best convergence was found for N =
8 (Figs. 11-12). As it is shown, only the second
moment was not predicted correctly. The large val-
ues of the number density function at the lowest
size classes are responsible for the moments inver-
sion (difference between the lowest size classes and
new ones is of 107 order of magnitude). If one takes
d,, into consideration (i.e. mean particle size term
of the particle number), it decreased during the ex-
periment, although the particles aggregated. This
results with unusual moment’s order: 2", 15t 0
instead 0, 1%, 2", Authors believe that the incorrect
evolution of the 2", 4% and 5 moments in Figs.
8-10 is caused by the unusual shape of the initial
number density function (broad range) and calcula-
tion errors of the PD algorithm. The second issue is
connected with the mathematical formulae of
breakage process.?’” For a constant number of mo-
ments used in calculations, the convergence was
better with the lower polynomial order of the break-
age kernel. The further research on the impact of
this fact is needed. The obtained results allowed
one to predict properly the mean diameter in the
terms of particle numbers d,, and mean diameter in
the terms of volumetric fraction d,;.

The last step was a comparison of the Mathcad
program and the Turbo Pascal program. The Turbo
Pascal program using the Class Method estimated
B0 and B, , values in such a way that square of
the sum of deviations between the experimental
volume concentration and those obtained from the
model had the least values (for details see!®?021).
Result after 10 minutes is shown in Fig. 13.

The Turbo Pascal program calculates the num-
ber of particles in newly defined size classes with
better convergence that the QMOM algorithm. It
also allows one to present the final PSD. There was
no large difference in the computational time. Un-
fortunately, the Turbo Pascal does not allow for a
simple instant change of the aggregation-breakage
parameters like aggregation and breakage kernels or
fragment distribution function.

Conclusion

The Mathcad software can be used to create the
QMOM algorithm. Its simplicity and flexibility al-
lows inexperienced users a fast and easy creation of
an appropriate algorithm. Also finding the solution
does not cause a problem due to the ready to use

1-10° T T T T T T

o © o o o q
100 -
o <& <& & &
5 10
@
3 1
S

3 \J
§‘;. L N N L R N R L PN N S A N 2 N A S A N N A N S
L5 :§/- g a‘g ERAN SATL NS ~:4§,A N NI :.§ NN A 4\g

01

| 1 1 | 1 |
0 200 400 600 800 1000 1200

time, ¢ /s

0.01

=== (Othmoment-mathcad  ------ 1stmoment - mathcad —— — 2nd moment - mathcad

©-6-© 3rd moment - mathcad ¥>¢ 4th moment - mathcad

X X 0thmoment- experiment +-++ 1st moment - experiment [(JTC] 2nd moment - experiment
< Athmoment - experiment OO 5th moment - experiment

Paec=122757  Peo=32m P!

3th moment - mathcad

Fig. 11 — Dimensionless moments time evolution o =1/8

410" T T T T T T T T

310"* .

- -3
weighis, wim
b
-
e»—-
=
T
1

TS T i .

% | ! L ! ! ! ! | ! b
0 110° 210 ° 310 ° 410 ° 510 ° 610 ° 7-10 ° 8-10 ° 910 ° 1.10 *1.1.10 *

. abscissas, L/m
2 Expenment
£ Mathead

Fig. 12 — Weights and abscissas in 10 minute a =1/8

T T T T
X
015 [~ e b
« X
S
g
01 h
P X
k| .
8 >
-
-
005 - > < 7
-
s &
o -
.
wwm&yxwyxm%‘ | Keaainia
= - - . . -
1-10 1107 1106 110° 1104 110°

> PSD- experment dizmeter, d/m

### PSD- Pascal

Fig. 13 — The PSD after 10 minutes — experiments and the
Turbo Pascal program calculation results



150 M. LEMANOWICZ et al., Application of the QMOM in Research on the Behavior ..., Chem. Biochem. Eng. Q. 23 (2) 143-151 (2009)

optimizing functions. The source code is clear and
can be modified according to the user’s needs.

The created program allows one to simulate solid-
-liquid suspension behavior for any aggregation and
breakage kernels and fragment distribution function. It
is fast and precise. Any desirable results can be pre-
sented, e.g. values of moments, weights and abscissas
values or time derivatives of moments. The Mathcad
algorithm can be implemented to a larger program.

Theoretical calculations were verified by ana-
lytical solutions with fairly good result. Five cases
were shown in theoretical section.

Unfortunately, the experimental results could
not be reconstructed from moment simulation with

a satisfying convergence. There are two possible
sources of this failure. The first one is the lack of
information about the PSD under 0.15 pum which is
crucial for calculations. The transformation of the
volume-based PSD into a number density function
shows that the lowest class is the most numerous
one. The second reason is caused by large numbers
used in calculations. A difference between number
of particles in the lowest size class and in new size
classes created in aggregation is in the 107 order of
magnitude. Therefore paradoxically, although the
aggregation phenomenon occurs, the particle num-
ber based mean diameter decreases. This results
with the moment inversion. These two problems re-
quire further examination.

Appendix A: PD algorithm written in the Mathcad software

In PD algorithm 0™ moment is assigned to 8" place in the matrix.
PD(p) = ie2N+1 (number of rows)
je2N+1 (number of columns)

Pl et (creating matrix P)

Py yemg

for xe2.i

Px,l «0

for nel.i
-1
I V|

P, <ug

for xe3..)
for yelii+1l-x

P_v:x = P1=x—l'P_v<—1,x—2 - P! _.x—l'Py~1=x—1

oy «0 (creating vector «)
for xs2.i-1

Pl,x+1

oy & ————
PP xm
for 1. N (calculating values for new matrix)

8, & ax ¥ a2x-1
for xel.N=-1

bx <—‘fct3_s-at;.5+1

for xel. N

(calculating values for new matrix)

(creating symmetric tridiagonal matrix)

I _«a,
X% %
for xsl.N-1

Ix,xel

for x=2. N

Jx_.x—l An bx—l

c—bx

r « eigenvals(]) (calculating eigenvalues of matrix J - build in Mathcad command)
for x=1. N

[

W eigenvec[l:(x" (calculating eigenvector of matrix J - build in Mathcad command)

for xe1. N
{ 2
i SRy
L‘l} —1
Q@
LY «—w

L (creating matnix L consisting of weights and abscissas)

Fig. 14 — PD algorithm in the Mathcad
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Notation

b — volume- or length-based fragment distribution
function, m>, m!
b® — length-based fragment distribution function after
moment transformation
— birth terms, m s, m*s~!

— diameter, pm, m
61 bl

— death terms, m™°s™, m™*s~

— shape factor for chalk particles, —

— particle length or abscissa, m

B
d
D
k - order of the moment
kV
L
n  — volume- or length-based number density func-

tion, m %, m™*
N - number of nodes in quadrature approximation
Q - volumetric flow rate, m’s™!
t — time, s
u - particle volume, m?
w - weight moment, m
v — particle volume, m?
V- system volume, m’
z — new variable defined in eq. (14), m
Greek letters
a - geometry factor

B.; — volume- or length-based aggregation kernel, m’ s™!

Bugo — kinetic coefficient in volume- or length-based ag-
gregation kernel, depends on a model

B, — volume- or length-based breakage kernel, s7!

By — kinetic coefficient in volume- or length-based
breakage kernel, depends on a model

— volume fraction

0 - parameter in eq. (21)
{ - mass ratio

A — particle length, m

M — moment

P
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