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In this paper, the recently proposed method by Ramakrishnan and Chidambaram
(2003)6 on identifying SOPTD transfer function model by asymmetric relay tuning
method is extended to identify a multivariable system. The decentralized relay feedback
method suggested by Wang et. al. (1997)11 is applied for the m × m system and m relay
tests are required for identifying the entire transfer function matrix. Although, most of
the processes can be adequately approximated by a FOPTD model, some of the pro-
cesses are under-damped and higher order processes can be better incorporated by a
SOPTD than a FOPTD model. Certain higher order stable models when approximated to
a FOPTD model give a negative time constant, hence, identifying a second order model
is necessary. The proposed method is applied to a 2 × 2 transfer function matrix. The
multivariable IMC controllers are designed for the identified model and the closed loop
performance of the actual and identified model is compared.
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Introduction

Aström and Hägglund (1984)1 have suggested
an auto-tune procedure, which is very attractive for
determining the ultimate gain and ultimate fre-
quency. Here a controller in feedback loop is re-
placed by an ideal (on-off) relay to generate the
sustained oscillations in the output. The critical
point (i.e. giving ultimate gain and ultimate fre-
quency) is identified from the limit cycle. The pro-
cess information at the critical point can be used to
identify a suitable transfer function model (Luyben,
1987).5 One of the advantages of this method is that
it is easy to control amplitude of the limit cycle by
an appropriate choice of the relay amplitude. Be-
sides, it is a closed loop method and works well in
highly nonlinear processes. The knowledge of the
gain or the time delay should be known for identi-
fying the model using a single relay test. Recently,
Srinivasan and Chidambaram (2003a)7 have pro-
posed a method to analyze the conventional relay
auto-tune data for estimating the three parameters
of the FOPTD model using only one relay experi-
ment. They have proposed an additional equation,
which along with the phase angle and amplitude
criteria gives three parameters. Srinivasan and
Chidambaram (2003b)8 have also proposed a modi-
fied asymmetrical relay feedback method to get im-
proved estimates of the parameters of the FOPTD
model. A single relay test is used to evaluate all
three parameters of the FOPTD model without any

a-priori information about model parameters as time
delay or steady state gain. Ganesh and Chidamba-
ram (2003)3 extended the method to identify multi-
variable systems. However, they have identified
each subsystem as a FOPTD system. However, for
higher order system, identification of FOPTD sys-
tem may not be adequate and sometimes the identi-
fying the FOPTD model may not be possible.

Recently Ramakrishnan and Chidambaram
(2003)6 have proposed a method to identify a
SOPTD transfer function using the biased relay tun-
ing method. In the present method, the biased relay
feedback method proposed by Ramakrishnan and
Chidambaram (2003)6 for identifying SOPTD
model for a scalar system is extended to multi-
variable system. The extension of auto-tuning tech-
nique to multivariable systems is non-trivial and it
has attracted much attention in literature. When re-
lay technique is extended to multivariable system
using the decentralized relay feedback wherein all
the loops are simultaneously subjected to relay
feedback. The decentralized relay feed back method
is a completely closed loop test. Luyben (1987),4

Wu et. al. (1994) have proposed SOPTD identifica-
tion using independent relay feedback. Also, they
have used additional; relay feedback tests to get the
extra parameter. Wang et al. (1997)11 have obtained
the process steady state gain and frequency re-
sponse for multivariable system and used it for de-
signing the controller. The objective of this paper is
to use Wang et al. (1997)11 method to obtain the
steady state gain matrix, and process frequency re-
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sponse matrix and use Srinivasan and Chidam-
baram (2003)7,8 method, and Ramakrishnan and
Chidambaram (2003)6 method to get the model pa-
rameters for each element of transfer function ma-
trix.

The paper is organized as follows. In section 2,
relay test for multivariable system and estimation of
steady state gain matrix and process frequency re-
sponse is discussed. In section 3, identification of
time constant and delay for each element of transfer
function matrix is presented. In section 4, compari-
son of closed loop performance for actual and iden-
tified model by designing IMC controller is pre-
sented. Simulation examples are given in section 5,
followed by conclusion in section 6.

Relay indentification

The Multivariable system is subjected to de-
centralized relay feedback. Under decentralized re-
lay feedback, the outputs of multivariable system
will oscillate with limit cycle after initial transient.
The relay feedback procedure as described by
Ganesh and Chidambaram (2003)3 is performed
and the limit cycle data vectors U1 (0), Y1 (0),

U1(j)) and Y1 (j)) are found by the equations
given by Ganesh and Chidambaram (2003).3 Here
) is the frequency of oscillation of the output of the
process. Srinivasan and Chidambaram (2003a)7a

have proposed method for formulating additional
equation for scalar system. This method can be ex-
tended to multivariable system to get additional
equation.

The vectors U1(s) and Y1(s) are given by:
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To evaluate the integrals u s u t st t( ) ( )exp( )� 	
�

! d
0

and y s y t st t( ) ( )exp( ) ,� 	
�

! d
0

Padmasree and Chi-

dambaram (2001) have suggested to use s1 = 8/ts
where ‘ts’ is the time at which few (say 3) repeated

cycles of oscillations appear in the output. The rea-
son for taking s1 = 8/ts is that, for t > ts, because of
very small value of the term exp(–st), contribution
by subsequent terms is negligible while evaluating
the integral value. From the above method Eqs.1
and 2 are solved. Also we have

Y G U1 10 0 0( ) ( ) ( )� (3)

Y G U1 1( ) ( ) ( )j j j) ) )� (4)

Y G U1 1 1 1 1( ) ( ) ( )s s s� (5)

Since these equations are vector equations,
they can not be solved to get G(0), G(j))) and G(s).
Hence one more (‘m’ tests for m × m system) relay
feedback test, by slightly varying the relay parame-
ter is performed as described by Ganesh and Chi-
dambaram (2003).3 From the first test, vectors of
U1(0), Y1(0), U1(j)) and Y1(j)) are calculated. Also
vectors U1(s1) and Y1(s1) are calculated from Eqs.
(1) and (2). A MATLAB program is written to cal-
culate value of U(s1) and Y(s1). This is repeated for
all ‘m’ tests. G(0), G(j)) and G(s1) for 2 × 2 system
are calculated as

[ ( ) ( )] ( )[ ( ) ( )]Y Y G U U1 2 1 20 0 0 0 0� (6)

[ ( ) ( )] ( )[ ( ) ( )]Y Y G U U1 2 1 2j j j j j) ) ) ) )� (7)

[ ( ) ( )] ( )[ ( ) ( )]Y Y G U U1 1 2 1 1 1 1 2 1s s s s s� (8)

Estimation of model parameters

SOPTD model can be expressed as

g s
y s

u s
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s s
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where, ‘kp’ (process gain), ‘*’ (time delay), ‘�1’ and
‘�2’ (time constants) are the parameters to be esti-
mated. For this model frequency response can be
written by substituting s j� ) as

g j
k j

j j
( )

exp( ( ))
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)

* )
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�
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1 21 1
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From the frequency response matrix G(j)), for
each element of transfer function matrix is known
and is written as

g j a jb( )) � � (11)

Equating the real and imaginary parts of Eqs.
(10) and (11) and after simplifications, we get

a b k( ) ( ) cos( )1 01 2
2

1 2	 	 � 	 �� � ) ) � � *)p (12)

b a k( ) ( ) cos( )1 01 2
2

1 2	 � � � �� � ) ) � � *)p (13)
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Also we have,

g s
k s

s s
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(14)

The value of kp for each element is taken from
the steady state gain matrix given by Eq. (3). Equa-
tions (12), (13), (14) can be solved to get the model
parameters �1, �2 and *. MATLAB is used to solve
Eqs. (12), (13) & (14) to get the model parameters.

Measurement noise is an important issue in the
identification problem. Filtering the noise from cor-
rupted signal by using a first order filter is a recom-
mended one (Aström and Hagglund, 1984).1 The
measurement noise is usually of high frequency while
for the controller design the process frequency of in-
terest is usually in the low frequency region. Hence, a
low pass filter can be employed to reduce the mea-
surement noise. Shen et. al. (1996)9 have recommen-
ded to adopt more oscillation time (periods) in calcu-
lating static gain and the critical points of the process.

Comparison of closed loop performance

IMC controller is designed by the method sug-
gested by Tanttu and Lieslehto (1991)10 for the
identified model to compare the closed loop perfor-
mance as described by Ganesh and Chidambaram
(2003).3 Controller (kc,ij) for each scalar transfer
function gp,ij is first designed. For SOPTD model,
PI controller settings are given by

( ) [ ( ) )/k kp c ij� � �2 21 2� � * + (15a)

� � � *I ij, ( ) .� � �1 2 05 (15b)

where, + + � �[ . ( )], �02 1 2 is tuning parameter. The
multivariable PI controllers are designed for identi-
fied model by the equations given by Ganesh and
Chidambaram (2003).3 Closed loop performance of
the actual and the identified model for above de-
signed controller is compared. ISE values are also
compared.

Simulation examples

Example 1: The transfer function of a process
is given by
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For this process, in the first relay test, relay in
loop-1 is a bias with switching levels 1.2 and –1

while, relay in the loop-2 is an ideal relay with
switching levels 0.2 and –0.2. The oscillation fre-
quency in both outputs is found to be the same () =
0.57). From the process input and output data, the
values of U1(0), Y1(0), U1(j)) and Y1(j)) are deter-
mined. In the second relay test, the switching levels
in loop-1 are changed to 1.5 and –1.2. The oscilla-
tion frequency in test-2 is nearly same as in test-1.
From the process input and output data U2(0),
Y2(0), U2(j)) and Y2(j)) are determined. From the
Equations (7) and (8), the steady state gain matrix
and the frequency response matrix are calculated. In
both the test, at ts = 60, all the outputs have few re-
peated cycles of oscillations. So at s t1 8� / ,s U(s1)

and Y(s1) are also calculated. G(0) and G(j)) are
calculated as:
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In both the test, at ts = 60, all the outputs have
few repeated cycles of oscillations. So, at s1 = 8/ts =
0.1333, U(s1) and Y(s1) are also calculated from
Eqs. (1), (2) and (9). MATLAB is used to calculate
U(s1) and Y(s1)
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Now, if we try to model each element of trans-
fer function matrix as a FOPTD by the procedure
given by Ganesh and Chidambarm (2003),3 then
for g21, we get a negative time constant(� = –0.1484
& * = 0.9364). Hence, this transfer function has to
be identified by SOPTD model. By solving Eq (8),
identified transfer function matrix is obtained as:
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The multivariable PI controller is designed by
the Tanttu and Lieslehto10 method. For the identi-
fied model, the resulting multivariable PI controller
is given by
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The tuning parameter + is selected by trial and er-
ror method as 60. The performance of actual and
identified model is compared. Fig. 1 shows perfor-
mance of the actual and identified models to be very
close to each other. Table 1 gives the ISE values com-
parison. The ISE value comparison also shows that
the identified model is very close to the actual system.

The method proposed in this chapter identifies
individual element of transfer function matrix as
SOPTD model without any additional tests. Also, it
is illustrated that, for some higher order processes
when identified as FOPTD model gives negative
time constant. So, higher order modeling is neces-
sary for these processes. The proposed method also
does not require any a priori knowledge of process.

Example 2: The transfer function matrix for the
actual system is considered as
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For this process, in the first relay test, relay in
loop-1 is bias one with switching levels 1.5 and –1
while, relay in the loop 2 is an ideal relay with
switching levels 0.2 and –0.2. The oscillation fre-
quency in both outputs is found to be the same () =
0.304). From the process input and output data U1(0),
Y1(0), U1(j)) and Y1(j)) are determined. In the sec-
ond relay test. The switching levels in loop-1 are
changed to 1.8 and –1.2. The oscillation frequency in
test-2 is nearly the same as in test-1. From the process
input and output data U2(0), Y2(0), U2(j)) and Y2(j))
are determined. From Eqs. (7) and (8) steady state
gain matrix and frequency response matrix are calcu-
lated in both the test, at ts = 60, all the outputs have few
repeated cycles of oscillations. Using s1 = 8/ts, U(s1)
and Y(s1) are calculated. We get G(0) and G(j)) as:
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In both the tests, at ts = 60, all the outputs have
few repeated cycles of oscillations. So at s1 = 8/ts =
0.1333, U(s1) and Y(s1) are also calculated from
Eqs. (1), (2) and (9). We get the G(0.1333) as:
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The identified transfer function matrix is given by:
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F i g . 1 – Comparison of performance of actual and identi-
fied models for example 1. Upper curves: response; lower
curves: interaction; Solid – Actual model. Dot – Identified
model: a) Step change in Y1, b) Step change in Y2.

T a b l e 1 – Closed loop ISE values comparison between the
identified model and the actual system for exam-
ple 1

Step
change

in

ISE values for
actual model

ISE values for
identified model

Y1 Y2 Y1 Y2

Y1 47.74 4.36 46.68 5.34

Y2 5 54.38 5.72 54.07



The multivariable PI controller is designed
based on the identified model as:
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The tuning parameter (+) is selected by trial
and error as 30. The closed loop responses are ob-
tained by using SIMULINK package for a set point
change in the set point of y1 first and separately in
y2. Both, the model and the actual system responses
match very well. The ISE values are calculated and
given in Table 2. Very closed match is obtained be-
tween the performance of the same controller on the
process and on the model.

Conclusions

Asymmetric relay feedback method for scalar
system (Ramakrishanan and Chidambaram; 2003)
is extended to a multivariable system. Decentral-
ized relay feedback tests are carried out. The
method identifies each element of the transfer func-
tion matrix as either FOPTD or SOPTD model
without any a priori knowledge of model parame-
ters such as time delay or steady state gain. It is
shown that for some higher order processes when
identified as FOPTD model gives a negative time
constant. Modeling the system as a SOPTD gives a
better performance. Simulation results on two ex-
amples show that the present method gives identi-
fied model giving a similar closed performance as
that of the actual system with the same controllers.
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F i g . 2 – Comparison of performance of actual and identi-
fied models for example 2 upper curves: response; lower
curves: interaction; Solid – Actual model. Dot- Identified
model: a) Step change in Y1, b) Step change in Y2.

T a b l e 2 – The closed loop ISE values comparison for the
actual and identified models for example 2

Step
change

in

ISE values for
actual model

ISE values for
identified model

Y1 Y2 Y1 Y2

Y1 27.107 1.8417 27.18 1.86

Y2 2.77 24.004 2.81 23.99


